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Effective detection of stress situations plays an important role in combating it. This is the main source of
motivation for research to identify and evaluate different psychological conditions. Different monitor signals
are used to identify individuals' stress situations in daily life. Electroencephalogram (EEG) signals are the
main component used to detect stress and depression. The long-term acquisition of this signals partially
interrupts daily life and negatively affects it. Researchers are trying to develop wearable technologies that
can eliminate this disadvantage. In this study, stress situations are detected utilizing different sensors without
EEG signals. The achievements of three different classification methods for different dimensional feature
spaces have been compared. The effects of the feature selection and dimension reduction methods on the
system performance have been analyzed. During the dimension reduction process, Minimum Redundancy
Maximum Relevance (MRMR), Anova, Chi-2, Relieff, Kruskal Wallis (KW) and Principal Component
Analysis (PCA) methods are implemented. Support Vector Machines (SVM), Linear Discriminant Analysis
(LDA) and k-Nearest Neighbor (k-NN) methods are used as classifier. The best performance is achieved with
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96.2 % accuracy in 15-dimensional by using LDA and PCA methods together.

1. Introduction

Anxiety is a feeling of worry, fear, or distress felt to a mild,
moderate, or severe degree in response to perceived or
impending stress or threat factors. Stress may be prevented or
lessened from having detrimental impacts on one's health, thus
it's critical to recognize both the mental and physical reactions
to stress in order to assess and manage it. Research is carried
out to monitor neurological status and detect stress situations.
The main goal is to combat anxiety by using wearable
technologies and designing systems that will not affect the daily
lives of individuals. Living organisms produce their own
monitor signals. Using these signals, it is possible to monitor
tissues, organs, or systems. Electroencephalogram (EEG)
signals are the main component used in neurological status
detection. Long-term EEG recording from a wearable device, it
is unsuitable and uncomfortable during daily activities. At the
same time, it has a certain cost. For these reasons, it is important
to evaluate the neurological status using different sensors
without EEG [1-3].

Priya et al. realized prediction of anxiety, depression and
stress utilizing machine learning. While the best performance
was achieved with random forest, it was seen that the naive
bayes method came to the fore in terms of classification
accuracy [4].

Pham detected neurological status 98.75% with accuracy
utilizing tensor decomposition and machine learning. Linear
Discriminant Analysis (LDA) classifier was more successful
than the Multinomial Logit Regression method [5]. Rastgoo et
al. used multimodal deep learning to classify driver stress
levels. The effect of window size on system performance was
shown [6].
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Arpaia et al. performed real time stress analysis utilizing a
wearable EEG instrument. As a result of the study using Support
Vector Machines (SVM), k-Nearest Neighbor (k-NN), Random
Forest (RF) and Artificial Neural Networks (ANN) classifiers,
reached more than 90% accuracy [7]. Bobade et al. detected stress
using machine learning and deep learning methods. In the study,
acceleration (3-axes), electrocardiogram, blood volume pulse,
body temperature, respiration, electromyogram and electrodermal
activity measurements were used for feature extraction. An
accuracy of up to 95.21% was achieved with the classification
processes performed in 2-class and 3-class [8].

Jaloli et al. implemented neurological status classification
using a convolutional neural network. In the study where the
classification performance of the convolutional neural network
method was compared with the performance of traditional
methods such as support vector machines and random forest, a
classification accuracy of 97.46% was achieved [9]. Masood et al.
proposed a method based on fully convolutional short-term
memory network (FCN-LSTM) to detect neurological status.
Using this method and conventional methods, non-invasive
sensor data were classified into 2-class and 4-class. The method
performed with an accuracy of 98.6% for 4-class [10]. Igbal et al.
performed unsupervised and supervised classification for
physiological stress detection. Accuracies of up to 75.0% were
obtained for the methods tested on two data sets [11].

In this study, unlike previous studies, the effects of feature
space on stress detection were analyzed. Feature spaces of
different dimensions were obtained by using different feature
selection and dimension reduction methods. At this point,
techniques such as Principal Component Analysis (PCA), Anova,
Chi-2, Relieff, Kruskal Wallis (KW), and Minimum Redundancy
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Maximum Relevance (MRMR) were applied. Classification
was carried out using LDA, SVM and k-NN methods. Thus, the
performances of feature selection and dimension reduction
methods were compared. A similar comparison was made for
classification methods.

2. Material and Methods

2.1. Data Set

The data used in the study were obtained from the open-
access physionet database [12]. This database contains non-
EEG physiological signals that were gathered at the University
of Texas at Dallas' Quality of Life Laboratory and used to infer
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Fig
Table 1. Participant information
Subject Age  Gender Height  Weight
1 30 M 177 94
2 28 M 172 68
3 28 M 177 91
4 22 M 167 58
5 30 M 182 82
6 30 F 167 58
7 33 F 157 90
8 27 M 182 64
9 25 M 177 68
10 23 M 180 64
11 26 M 170 71
12 32 F 162 53
13 29 F 167 64
14 19 F 160 50
15 23 M 165 64
16 24 M 180 54
17 23 M 167 57
18 23 M 177 64
19 22 M 167 64
20 24 F 160 44
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the neurological status of 20 healthy volunteers, including their
levels of physical stress, cognitive stress, emotional stress, and
relaxation. The information includes electrodermal activity
(EDA), temperature, acceleration (for x, y and z axes), heart rate
(HR), and arterial oxygen saturation (SpO2) and was gathered
using non-invasive wrist-worn biosensors. The sampling
frequency is 1 Hz for HR and SpO2. The other measurements are
sampled at 8 Hz. The physical stress state is achieved by standing
and walking in the running band at different speeds. For cognitive
stress, a reverse seven extraction and stroop test was used. A clip
from the Zombie Apocalypse movie is shown for emotional
stress. Figure 1 displays the measurements for a subject.
Information about the participants is given in Table 1.

;|
g
1
g

L kil

1046

S
50

=
=2

500

. 1. Sensor outputs

2.2. System Flowchart

Analysis consists of preprocessing, feature extraction,
dimension reduction and classification stages. The block diagram
of the system is shown in Figure 2.

Preprocessing

[Data Pantitioning]

Sensor Outpuls

Fig.2. Block diagram of designed system

In the preprocessing stage, the data from the sensors are
divided into relax state, emotional stress, cognitive stress and
physical stress according to the conditions in which they were
obtained.

2.2.1 Feature Extraction
Statistical features are obtained by calculating the maximum,

minimum, mode and standard deviation of the measurements of the
sensor outputs. Thus, a total of 28 statistical features are generated
for 7 sensors. In addition to these features, 8th order autoregressive
model coefficients are calculated for Acc[x] and SpO2 utilizing the
Burg method [13-14]. The total number of features has been reached
44, including 16 features based on the autoregressive model.

2.2.2.Dimension Reduction
The 44-dimensional feature set is transformed into spaces

with the dimensions of 5 and its multiples using different methods.
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In this step, MRMR, CHI2, RELIEFF, KW feature selection

algorithms and PCA methods, which are frequently used in the

literature, are implemented [15-19]. Feature sets obtained in

different dimensions are given as input to the classifiers.

2.2.3. Classification

Feature sets of different dimensions are classified using the
10-fold cross-validation method. Commonly used LDA, SVM

and k-NN methods are applied as classifiers. [20-22]. As a result

of these processes, relaxation, physical stress, cognitive stress and
emotional stress are detected. The performances of classifiers and

dimensionality reduction methods have been evaluated together.
3. Experimental Results

Feature spaces created in different dimensions are classified
using the 10-fold cross validation method. The accuracies of
classification procedures for implemented methods are given in
Table 2.

Table 2. The performances of classifiers and feature selection methods

MRMR CHI2 RELIEFF
Space Dimension LDA SVM k-NN LDA SVM k-NN LDA SVM k-NN
5 87.5 91.2 85.0 81.2 88.8 83.8 83.8 86.2 81.2
10 87.5 87.5 72.5 90.0 90.0 85.0 86.2 88.8 80.0
15 91.2 87.5 71.2 925 88.8 86.2 83.8 80.0 73.8
20 87.5 90.0 78.8 91.2 88.8 80.0 85.0 81.2 71.2
25 86.2 92.5 76.2 88.8 85.0 82.5 87.5 76.2 68.8
30 83.8 87.5 78.8 90.0 86.2 78.8 86.2 80.0 75.0
35 87.5 82.5 72.5 88.8 87.5 78.8 82.5 81.2 80.0
40 88.8 88.8 75.0 875 85.0 775 86.2 81.2 80.0
mean 87.5 88.4 76.3 88.8 87.5 81.6 85.2 81.9 76.3
ANOVA KRUSKAL WALLIS PCA

Space Dimension LDA SVM k-NN LDA SVM k-NN LDA SVM k-NN
5 90.0 87.5 92.5 85.0 86.2 83.8 70.0 68.8 62.5
10 88.8 87.5 87.5 92.5 90.0 88.8 76.2 71.2 61.3
15 925 88.8 85.0 91.2 91.2 86.2 96.2 81.2 61.3
20 87.5 91.2 82.5 90.0 90.0 81.2 88.8 85.0 70.0
25 85.0 90.0 78.8 87.5 88.8 78.8 85.0 82.5 63.7
30 88.8 87.5 81.2 86.2 90.0 80.0 85.0 80.0 63.7
35 88.8 88.8 81.2 88.8 88.8 80.0 90.0 73.8 57.5
40 86.2 81.2 80.0 85.0 825 81.2 86.2 70.0 56.2
mean 88.5 87.8 83.6 88.3 88.4 825 84.7 76.6 62.0

When Table 2 is examined, LDA is the most successful
classification method according to the average classification
accuracy. With this classifier, the highest average accuracy
results are achieved in all dimension reduction methods except
MRMR and KW. LDA classifier is followed by SVM and k-NN
methods, respectively. The performance ranking of dimension

100 T

reduction methods according to the average classification
accuracies of the three classifiers was ANOVA (86.6%), KW
(86.4%), CHI2 (86.0%), MRMR (84.1%), RELIEFF (81.1%) and
PCA (74.4%). To compare classifier performances in different
dimension spaces, the bar graphs obtained from the classification
accuracies are shown in Figure 3-5.
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Fig. 3. LDA performances for different feature spaces

Figure 3 shows that the LDA classifier is more successful space. The fluctuation in classification accuracies depending on the
in the 15-dimensional space. In 4 out of 6-dimension reduction dimension of the feature space is highest for the PCA method.
methods, the best performance was obtained in 15-dimensional
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Fig. 4. SVM performances for different feature spaces
SVM classifier is more successful in 10 and 20-dimensional dimension of the feature space was the highest in the PCA method,
spaces. The classification accuracies fluctuate less in the CHI2 similar to the other classifiers.

method. The fluctuate in classification accuracies according to the
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Fig.5. k-NN performances for different feature spaces

The k-NN classifier performed better in low dimensional
spaces. In 3 of the 6 methods, the highest accuracy was obtained
in the 5-dimensional feature space. With the LDA classifier, the
best performance was achieved with 96.2% accuracy in the 15-
dimensional space obtained with the PCA method. The lowest
classification accuracy was 56.2% with PCA and k-NN
methods in 40-dimensional space. The confusion matrices for
these cases are given in Table 3 and Table 4.

Table 3. The confusion matrix for the best performance

predicted

— 3] =

= et

3 § = S

S g S B

24 E o £

o |

Relax 20
g Physical 20

=] Cognitive 2 17 1
Emotional 20

Table 4. The confusion matrix for the worst performance

predicted
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Relax 15 1 2 2
g Physical 3 10 4 3
=] Cognitive 6 2 9 3
Emotional 3 1 5 11

The effects of the feature space on the stress detection
performance are clear from these two tables. Classification
accuracy increases when the appropriate feature space is created.
Even at its best, the classifier struggled to accurately detect
cognitive stress. Three samples of cognitive stress were confused
with physical and emotional stress. Relaxation state, physical
stress state and emotional stress state were detected without error.
4. Conclusions

Diagnosing neurological conditions is vital in treating anxiety
and depression. Technologies that perform the function of
monitoring neurological status without affecting daily life are
being designed. In this way, a database can be created about the
mental health of individuals. Feature sets created from the
obtained data are analyzed in detail with machine learning
methods. It is desired that the feature space carries information
describing the neurological state. For this purpose, unnecessary
features are eliminated. The findings obtained in the study show
that the detection accuracy varies depending on the dimension of
the feature space. The LDA classifier was found to be the most
successful method. ANOVA, KW, and CHI2 performances were
the most notable among the dimension reduction methods.
Although PCA is the dimension reduction method with the
highest accuracy, it was the method with the highest fluctuation
in classification accuracies depending on the feature set
dimension.
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